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ABSTRACT

Medical diagnosis of diseases is a highly compdidatnd time consuming process involving skille@ueses and
high-end diagnostic tools. This study aims at davielg working rules based on sample observatiom freal-time data
observed over a period of 6 months in an outpafecility available at a Hospital in Chennai. Th@aimobjective is to
identify the best classification procedure/methaddal on accuracy measures such as maximum colassification rate
and True Positive Rate (TPR). The data has bedgzathusing two classification algorithms, nametyz®y Composition
Rules (Fuzzy Max-Min, Max-Prod & Max-Avg) and Logis Regression. The results of the analysis shotivetl Fuzzy
Max-Product (or Max-Average) is the better modeptedict the TB diagnostics based on the correspgnsymptom

features.
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1. INTRODUCTION

Medical diagnosis of diseases is a highly compdidatnd time consuming process involving skilledueses and
high-end diagnostic tools. The cost and time factovolved are disproportionately increasing whik scarce availability
of skilled personals and rising cost of medicalipments. This study suggests ways and means tsheout-the cost and
time factors and at the same time, maintainingasarably high degree of accuracy in the diagngsticess. This study
aims at developing working rules based on sampéemations from real-time data observed over sogesf 6 months in
an outpatient facility available at a Hospital iheDnai. In particular, the focus is mainly on Twdosis (TB) disease.
Using sample observations, a classification ruls baen developed based on the information (symptomwther

demographic variables) collected from the hosiéahples.

The objectives of this study are (1) Identifyingrsficant factors associated with the diseaseP@jelopment of
classification rules based on significant fact@sagiated with the disease, and (3) Identificatibthe best classification
procedure/method based on accuracy measures sunmiasum misclassification rate / maximum correlgssification
rate, including True Positive Rate (TPR) and Falsgative Rate (FNR).

2. METHODOLOGY

In this study, both Fuzzy approaches and Logiggression analysis have been applied to analyzdédtze In
particular, three different composition rules ozEy approaches have been applied to classify ttienpg as “affected by
TB” or “not affected by TB”, in comparison with th&assification by Binary Logistic Regression. Tioarr predictive

modeling techniques applied in this study are diielow.
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1. Fuzzy Max-Min Composition
2. Fuzzy Max-prod Composition
3. Fuzzy Max-av Composition
4. Logistic Regression

2.1 Fuzzy Logic
2.1.1 Fuzzy Set in Medical Diagnosis

Many mathematical models have been developed byrdegors of fuzzy set theory to be applied toedédht
technical domains, including in the medical fieddgive answers to certain questions concerningo&etof diagnosis. The
choice of diagnosis/disease should only be madéabasis of clinical symptoms (i.e., fever, catt.) on the assumption
that the symptoms are characteristic of all consid@iagnosis/disease (Sanchez, 1978). In ordéec¢ae an appropriate

diagnosis in one patient, the following three namzly sets are introduced.
The set of symptoms S ={S,, ..., §},
The set of diagnosis D = {DD,, ..., Oy}, and
The set of patients P = {PP,, ..., R}

The symptoms occurring in set S are associated thithdiagnoses from set D. In addition, it hasecbsumed
that information about all symptoms belonging ts $omplete in the patient’s case. By treatingrhélical experience as

a foundation, a physician then demonstrates coiumscbetween the symptoms and the diagnoses.
2.1.2 The Patient-Symptom Relation

Each symptom belonging to the set S will be represkas a fuzzy set. The three basic types of dicdbd
parameters are assumed as follows (Gerstenkornk&Rd992): 1. Simple qualitative Features, 2. Coumal qualitative

features, and 3. Quantitative (measurable) features
2.1.3 The Symptom-Diagnosis Relation

The relation between symptomahd diagnosis Pin each pair (Sj, [J is depicted as a value of the membership
degree accompanied by this pair. The expressidh  x D is defined as the fuzzy relation betweengpms S and
diagnoses D, where this relation is termed as raé#litowledge expressing association between syngp#amd diagnosis
(Sanchez, 1979).

2.1.4 Numerical Representations of Linguistic Varibles

In order to come-up with suitable numerical vald@sa certain parameters to be used to replacegaitic
variable with a reasonable membership degree, rdiffevalues of the parameters were tested and nelotathe

representatives of the variables “never”,..., “alwaas shown in the following table (Rakus-Anders2oQ7).
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Table 1: Numerical Description of Fuzzy Variablesn “presence”

Fuzzy Variables X L_common(x)
never 7.5 0
almost never 15 0.016
very seldom 22.5 0.062
seldom 30 0.14
rather seldom 37.5 0.25
moderately 50 0.5
rather often 62.5 0.75
often 70 0.86
very often 77.5 0.938
almost always 85 0.984
always 92.5 1

Table 1 provides the information on how to tie @ards given in the list constructed for the preseotdisease,

to real numbers that replace them in the fuzzyticela “Symptom to Diagnosis”, which we need to keerated.

2.1.5 The Patient — Diagnosis Relation

Fuzzy relations PS and SD are the two componenteeogquation of fuzzy relation that provides tb&uson
termed as fuzzy relations of the type PD = “patigiagnosis”. This new relations contain pairs &), j=1, 2, ...,t; k=1,
2, ..., m. In order to obtain equations with the gpien of max-min type, the fuzzy relations were @leped as suggested

in the definition of Max-Min Composition that isvgin below.
Definition of Max-Min Composition (Zadeh, 1965; Zimmermann, 1996)
Let X = {Xy, Xo, oo » Xnb, Y = { VY1, ¥2. ... , Ymtand Z ={ z, z ... , Z, }. We introduce R with

Uz (%, ), (%, y,)OXXY, andQ with H5(Y5.20), (¥5,2)0Y*Z,i=12..m, i=12..n k=12..p, as two

fuzzy relations. The max-min composition é‘ with Q, denoted byR o (':) will be a fuzzy relation.

S=R.Q= {((&,zk).uﬁoé(x,zk) = nggX{mi”{ﬂa(X Y1) -ﬂa(ywzk)}})}

In addition to the abovéMax-Min composition, two special cases of the operatiorax-* are taken into
consideration and are defined as follows.
Definition of Max-* Composition (Zadeh, 1965; Zimmemann, 1996)

Let R withuz(x,y)), (x,y)OXxY, and Q  with . (y,,2), (y,,z)0Y*Z,i = 12..m,

j=12...n k=12..,p, as two fuzzy relations. The max-prod compositﬁ){\(ﬁ and the max-av compositiqa, 6 are

proposed as fuzzy relations as follows:

§06 = {((xi,zk),,uﬁ@ (x,z)= r?Dag{ﬂﬁ (%, yJ')-,UQ(yj ) Zk)})} and

RoQ= (x,zk),ﬂﬁoé(xizk)%-maX{ﬂF;(x,y,-)w@(y,-.zk)} forx O X, y;0Y, z0Z

yoy
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2.2 Logistic Regression

Logistic regression was developed by a Statistiédavid Cox in 1958 (Walker and Duncan, 1967). Ltgis
regression, also called as logit regression ott lmgidel, is a regression model where the respoasable is categorical.
In this study, the binary logistic regression hagrb applied since the outcome of the dependerdblarhas only two
levels (Yes / No). Logistic regression is used tedjct the odds of being a case (i.e., a diseasesbp) based on the
values of the predictors, where the odds are défasethe ratio of the probability of a particulata@me to be a case over

the probability of a particular outcome to be a+case.

The logistic equation in terms of the probabilitat Y=1, which is referred to a|§ The probability that Y=0 is

1- [5 The logistic regression equation is given afell (Hosmer & Lemeshow, 1989).

ln(l—ﬁﬁJ = [;o + ﬁlx

In the above equation, ‘In’ refers to a naturaldoghm and[?0 +[31x is a well known equation for the regression

line. The probability P can be computed from thev@bequation as follows.

exp(G, + BX) = €

P e+ fX)  1rP B

This study is focusing only on Pulmonary TB to gmelthe general symptoms of this type of TB inahgdihe

medical experts’ knowledge and experience in méaguhe level of symptoms.

3. EMPIRICAL DATA ANALYSIS
3.1 Sample Size

Based on the results of pilot study conducted prigate hospital, the sample size for the main ystiods been

planned to be around 200. To accommodate sampi@attthe main study included 230 samples.
3.2 Identifying Significant Features

The collected data contains totally 26 independemiables and a dependent variable (TB or No-TBjinY
Chi-square test for independence of attributes, rétationship between ‘tb’ and each of the 26 \Jadea have been
examined and the corresponding results showedottigt 10 symptom features are significant varialitebe used for

model building.

In order to apply Fuzzy Composition Rule, the vadfienembership degree has been calculated forganptom

features using the following formula.

0 forx<sa
a+y

2
Z[X_UJ fora<x<gF=">
y-a

y=Hs () =sx.a, B, y)=

2
1—2(X_y] for B<x<y
y-a

1 forx>y

The weights attached to each level and the correipg membership degrees are given as follows.
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Table 2: Membership Degrees

X 1 2 3 4 5
Weight (x) -1 -0.5 0 0.5 1
S(x) 0 | 0125| 0.5| 0.875 1

The Symptom-to-Diagnosis (SD)information was obtained from a medical expert dind same has been

replaced with the suitable membership degreesttthgeSD matrix as shown below.

Table 3: Symptom-to-Diagnosis Matrix

Experts’ Membership
Verbal Scale Equivalence
Symptom TB TB TB TB
presence absence | presence | absence
Cough almost always| rather often 0.984 0.7%
Cough With often seldom 0.86 0.14
Blood
Fever very often rather often 0.938 0.75
Night Sweat | often often 0.86 0.86
,I&(;)Taset(i)tfe very often rate 0.938 0.75
g?é);mess of often very often 0.86 0.938
Chest Pain moderately rather often 0.5 0.75
Fatigue ofen very often 0.86 0.938
Weight of often rather often 0.86 0.75
Loss
Chills very often rather often 0.938 0.75

Now, based on this PS and SD matrix, the PD matsbeen computed by applying three Fuzzy Compasiti

Rules, namely Fuzzy Max-Min, Fuzzy Max-prod and Aullax-av composition.

4. ANALYSIS

The algorithm has been developed B software to get the predicted scores for each the aboveethr
compositional rules. In order to apply these apginea and validate the same, the actual data o28i2esubjects has been
split into train and test data in 70:30 ratio, sattTrain data contains 161 observations and Tatt dontains 69

observations.
5. RESULTS AND DISCUSSION

The purpose of this study is to identify the bestictive model that maximizes the correct clasation rate and
also the True Positive Rate (TPR). The consolide¢edlts of these two approaches (Fuzzy logic aygidtic Regression)

are tabulated below.

Table 4: Model Comparison

Fuzzy Composition Rule

Logistic Regression

Accuracy Measures Max-Min Max-Prod | Fuzzy-Avg
Correct Classification% 48% 54% 54% 74%
True Positive Rate 85% 85% 85% 48%
False Negative Rate 15% 15% 15% 52%

The above table clearly shows that Fuzzy Max-Prodad Fuzzy Max-Average rules give a higher TPR rat
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(85%) with reasonable correct classification rab@%). According to these results, one can concltide Fuzzy

Max-Product (or Fuzzy Max-Average) is the betterdeloto predict the TB diagnostics based on the espwonding

symptom features.

6. CONCLUSIONS AND RECOMMENDATION

This study, in the overall context, prefers the uMax-Product approach for the classification & &and

Non-TB cases. However, in its future recommendatidh suggests that instead of using the expertighis under

“Symptom-to-Disease” matrix, such parameters canldréved by optimizing the misclassification ratethe trial data.

This multivariate optimization can be achieved gs@ptimization Algorithms, such as Genetic Algomith(GA) and

Ant-Colony Search. These optimization algorithmbipseis avoiding locked with local optima and theyeerge rapidly

towards the corresponding global optimum. Crosdfigation between two or more search algorithmd wilnfirm the

predictive power of the classification procedure.
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